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This is a writeup of how | configured a Cloud SQL database to have only a private IP address. The db is
unreachable from the public internet except for a tiny hole in the private network that allows me to connect from
my laptop. All traffic to the db is encrypted and routed over Google’s internal network. This is a big win for data
security, but it was a pain to set up. I'm writing this in the hope you can avoid some of my mistakes.
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If you’re in a hurry and already know Terraform and GCP well, you can skip the explanation and jump straight
to the Terraform files on GitHub.
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e Prerequisites
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e Configuring a VPC with a private IP address range
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e Configuring a Cloud SQL db to have a private IP address only
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¢ Using Cloud SQL Proxy to open a tiny hole in your private network so you can actually access the db
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e Connecting to the database through SSH
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e Conclusion
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S k%44 (Prerequisites)

Skip this section if you already have terraform connected to your GCP project and all the required Google
APIs enabled.

MR ECE K cerraformZEFIGCPIIH I B T A ¥ FEHGoogle API, & ki th&k 4.
You'll need the following:
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https://blog.csdn.net/weixin_26722031
https://medium.com/swlh/how-to-deploy-a-cloud-sql-db-with-a-private-ip-only-using-terraform-e184b08eca64
https://cloud.google.com/sql
https://cloud.google.com/sql
https://github.com/ryboe/private-ip-cloud-sql-db
https://github.com/ryboe/private-ip-cloud-sql-db

A GCP project
—AGCPIH
gcloud installed, up-to-date, logged in, and connected to your project
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| ran these commands on macOS:

RAEMacOS LBIT T A T4

> brew cask install google-cloud-sdk

> gcloud components update

> gcloud auth login

> gcloud config set project <my-project>
> gcloud config list

3. All required Google Cloud APIs enabled
3.2 /8 AT E L R Google Cloud API

One of the annoying things about Google Cloud is that you can’t use their services right away. If you have a
fresh project, you have to enable a bunch of APIs first. For example, you need to enable the Google Compute
API before you can spin up a VM. A Google eng told me this extra step was “mostly for you to recognize that
there’s a cost.” | guess that makes sense, but it does add some hassle when you're trying to automate infra
provisioning.
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We need to enable six APIs for this project. We could use Terraform to enable them, but | strongly advise
against this. Terraform has no knowledge of the dependencies between resources and APIs. terraform
apply will often fail because it tried to create a resource before the right APl was enabled, or because it tried
to enable APIs in the wrong order. Unless you want to map all these relationships yourself by adding
depends_on to most of your resources, just use gcloud.

BATFEAWIAE B HAMAPL 347 77 2% F Terraform)a FI'EA1 , (HRBRIRFVE USRS Z XM .
Terraformp T i@ BIFEMAPIZ B IR R. terraform applyiBHESRM, FEANEZERIERHERKAPIZ
BRI, BE BEAZ R AR B AP BRIEEAEREE MR 2 HBEIEHMdepends onkH S
FrAxEXR, HUEFEH geloud .

> gcloud services enable \
cloudresourcemanager.googleapis.com \
compute.googleapis.com \
iam.googleapis.com \
oslogin.googleapis.com \
servicenetworking.googleapis.com \
sqladmin.googleapis.com


https://cloud.google.com/resource-manager/docs/creating-managing-projects#creating_a_project
https://cloud.google.com/resource-manager/docs/creating-managing-projects#creating_a_project
https://cloud.google.com/sdk/install
https://cloud.google.com/sdk/install
https://cloud.google.com/sdk/gcloud/reference/components/update
https://cloud.google.com/sdk/gcloud/reference/auth/login
https://cloud.google.com/sdk/install
https://cloud.google.com/sdk/install
https://cloud.google.com/sdk/gcloud/reference/components/update
https://cloud.google.com/sdk/gcloud/reference/auth/login
https://www.terraform.io/docs/providers/google/r/google_project_service.html
https://www.terraform.io/docs/providers/google/r/google_project_service.html
https://www.terraform.io/docs/providers/google/r/google_project_service.html

Yes, it sucks that your infra code won'’t be 100% Terraform, but a one-line bash script isn’t the worst. This is a
one-time task. Once the APIs are enabled, leave them enabled.
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4. A Terraform Cloud workspace
4. Terraform Cloud T 1E %% 4]

For this project, 'm using Terraform Cloud. This is a service from Hashicorp with a few important features over
vanilla Terraform. The most important feature is remote execution. Terraform works by reading code from your
.t f files and converting it into calls to your cloud provider's APl. When you run terraform apply On your
laptop with a flaky Wi-Fi connection, you're trusting that all network requests will succeed. If they don’t, your
cluster could be left in a half-deployed state. You can try tearing down the cluster, or you can try finishing the
deploy. Both options have a high probability of failing and costing you time. With remote execution, the app1y
is being run on a highly available cloud server managed by Hashicorp.
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Another key feature of Terraform Cloud is secure, remote storage of state files. Terraform state files are
created or mutated whenever we run an apply or destroy. They contain secrets and need to be stored
safely. I'd rather not have the state file on my local machine, where 'm responsible for keeping it safe.
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Terraform Cloud is free for up to five users. | strongly recommend it.
Terraform Cloud " 2k AANH P Rt fEH . RIBIUHERF .

7. AGCP service account for Terraform Cloud

7. Terraform Cloudf) GCP iz %5 ik F

Once you've created a terraform-cloud service account in GCP, take the entire JSON key, minify it, and
save it as the GOOGLE CREDENTIALS env var in your workspace. It's a secret, so make sure to check the
“Sensitive” box when you set it. You must minify the JSON. Terraform Cloud will not allow you to set an env
var with newlines in it.

HEGCPHEIE T terraform-cloud R G, EMHHEANISONEH, BHEML, REKHAFANITE
X HGOOGLE CREDENTIALS o XR&NHAE, HILERBRESLEPBURIE. KLH45/NISON.
Terraform Cloud S R I W B A AT R IEL 2.
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Now that Terraform Cloud is connected to your GCP project, we can finally start this journey. To keep things
short, 'm going to omit module organization, variables, and outputs. I'll just focus on the resources. If you want
the rest, you can see the complete code on GitHub.


https://www.terraform.io/
https://www.hashicorp.com/
https://www.terraform.io/
https://www.hashicorp.com/
https://www.terraform.io/docs/state/sensitive-data.html
https://www.terraform.io/docs/state/sensitive-data.html
https://www.hashicorp.com/products/terraform/pricing/
https://www.hashicorp.com/products/terraform/pricing/
https://cloud.google.com/iam/docs/service-accounts
https://cloud.google.com/iam/docs/service-accounts
https://github.com/ryboe/private-ip-cloud-sql-db
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i F & F 1P ik ¥ B i & VPC (Configuring a VPC with a private IP address
range)

First, we need to create a VPC.

B, BRIMNFEQE—VPC,

resource "google_compute_network" "vpc" {

name = var.name
routing_mode = "GLOBAL"
auto_create_subnetworks = true

}

Then, we need to allocate a block of private IP addresses.
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resource "google compute_global address" "private_ip_block" {

name = "private-ip-block"

purpose = "VPC_PEERING"

address_type = "INTERNAL"

ip_version = "IPv4"

prefix_length = 20

network = google_ compute_network.vpc.self_link

We don't specify the exact address range. Google will select the range for us. We only need to specify how
many addresses we want. A prefix length of 20 will create around four thousand IP addresses. That’s plenty.
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Then we need to enable something called private services access. This is what allows our instances to
communicate exclusively using Google’s internal network.
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resource "google_service_networking_connection" "private_vpc_connection" {
network = google_compute_network.vpc.self_link
service = "servicenetworking.googleapis.com"
reserved_peering ranges = [google_compute_global_address.private_ip_block.name]

}

Finally, we need to add a firewall rule to allow ingress SSH ftraffic.
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https://github.com/ryboe/private-ip-cloud-sql-db
https://github.com/ryboe/private-ip-cloud-sql-db
https://cloud.google.com/sql/docs/postgres/configure-private-services-access
https://cloud.google.com/sql/docs/postgres/configure-private-services-access

resource "google_compute_firewall" "allow_ssh" {

name = "allow-ssh"
network = google_compute_network.vpc.name
direction = "INGRESS"
allow {
protocol = "tcp"
ports = ["22"]
}
target_tags = ["ssh-enabled"]

}

The target tags field is important. This firewall rule will only apply to instances that have been tagged with
"ssh-enabled". We'll use this tag later when we set up a special instance that proxies traffic to the db
(Cloud SQL Proxy).

target tagsFBRIBEE. WP KEMNUIUEHFEFRiE N ssh-enabled" L. 5, ARIMNEE—N
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% Cloud SQLE#E FE i B MU EE F.F IPH i (Configuring a Cloud SQL db to
have a private IP address only)

Now that we have an isolated network, let’s put our db in it. In Terraform, creating one db requires two
resources for some reason.
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resource "google_sql_database
name = "main"

main" {

instance = google_sql_database_instance.main_primary.name
}resource "google_sql_database_instance

non

main_primary" {

name = "main-primary"
database_version = "POSTGRES_11"
depends_on = [google_service_networking_connection.private_vpc_connection] settings {
tier = "db-fl-micro"
availability_ type = "REGIONAL"
disk_size = 10 # 10 GB is the smallest disk size ip_configuration {
ipv4_enabled = false
private_network = google_compute_network.vpc.self link
}
}
}resource "google_sql_user" "db_user" {
name = var.user

instance = google_sql_database_instance.main_primary.name
password = var.password

}

There are a few important bits here:
XEF-SHEERRT

1. I'mcreating a Postgres instance here, but it's easy to convert my Terraform code to MySQL or MS SQL Server.

RIEIX B G —/Postgresszf, (HRMRZ 5% TerraformfRi%E # AMySQLEMS SQL Server.



We have to explicitly state that the db depends on private services access with a depends on
statement. Terraform will not figure this out on its own.
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We must set ipv4 enabled = false to prevent the db from getting a public IP. This doesn'’t stop the
db from getting a private IPv4 address.

BATLA B Eipvd enabled = falseRFjIEBIEERBMAILIP. XA IEEIEERBAE IPvat
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4. The db password is a secret. It should be set on the Variables tab of Terraform Cloud.
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If yourun terraform apply right now, you'll see it create a VPC and a db with only a private IP. Woohoo!
We’re done, right?
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Not quite. We've created a very secure db, but it's so secure that we ourselves can’t access it! [1 To make
this db actually reachable (with psgl or mysqgl or whatever), we need to use something called Cloud SQL
Proxy.
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i) #3 EE (Using Cloud SQL Proxy to open a tiny hole in your private
network so you can actually access the db)

What'’s the point of locking down the db on a private network if we’re just going to open a hole in that network
and let the world in? Well, we've still made a big security improvement by keeping the db instance off the
public internet. Now we’re going to run a special VM instance on the private network that also has a public IP
address. This will serve as a middleman between the public internet and our private network. It will be
hardened as much as possible so only authorized SSH users can get through. Think of it as an exceptionally
fortified gate. If you've heard of a bastion box or a jump box, that's what this is. This instance will have a much
smaller attack surface compared to the db instance. It will run sshd and a binary called cloud sgl proxy
and that’s it.
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First, we need a service account for cloud sql proxy, S0 it can connect to the db.
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https://cloud.google.com/sql/docs/postgres/configure-private-services-access
https://cloud.google.com/sql/docs/postgres/configure-private-services-access
https://cloud.google.com/sql/docs/mysql/sql-proxy
https://cloud.google.com/sql/docs/mysql/sql-proxy
https://cloud.google.com/iam/docs/service-accounts
https://cloud.google.com/iam/docs/service-accounts

resource "google_service_account” "proxy_account" {

account_id = "cloud-sql-proxy"
}resource "google project_iam_member" "role" {
role = "roles/cloudsqgl.editor"
member = "serviceAccount:${google service_account.proxy_account.email}"

}resource "google service_account_key" "key" {
service_account_id = google_service_account.proxy_account.name

We gave the service account the Cloud SQL Editor IAM role, so it has full read-write access to the db.
BATHMRSS K T T Cloud SQLZw4E 2 IAMA 2, FHith'e BA X508 E N 58 2355 Ui R .
Next, we’'ll create the proxy instance.
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data "google_compute_subnetwork" "regional_subnet" {

name = google_compute_network.vpc.name
region = "us-centrall"

}resource "google compute_instance" "db_proxy" {
name = "db-proxy"
machine_type = "fl-micro"
zone = "us-centrall-a"
desired_status = "RUNNING"

allow_stopping_for_update = true tags = ["ssh-enabled"] boot_disk {
initialize_params {

image = "cos-cloud/cos-stable"
size = 10
type = "pd-ssd"

}
} metadata = {

enable-oslogin = "TRUE"
} metadata_startup_script = templatefile("${path.module}/run_cloud_sql_proxy.tpl", {
"db_instance_name" = "db-proxy",
"service_account_key" = base64decode(google_service_account_key.key.private_key),
}) network_interface {
network = var.vpc_name
subnetwork = data.google compute_subnetwork.regional subnet.self link access_config {}
} scheduling {
on_host_maintenance = "MIGRATE"
} service_account {
email = module.serviceaccount.email
scopes = ["cloud-platform"]

There’s a lot to unpack here. Let’s take it one block at a time.

XEARZEMERRE. ERMN—KBR—ITH.

data "google_ compute_subnetwork" "regional_subnet" {
name = google_compute_network.vpc.name
region = "us-centrall"



The VPC is a global network that covers all Google Cloud datacenters. Each region is given its own subnet.
We could create the proxy instance anywhere, but for simplicity, we’'ll create it in the same region as the
database. This data source says “give me the subnet for the us-centralil region.”

VPCR % # BT Google Cloud# ¥ LM &RkM %% . B XEEH EH ORI TM. AT R 82
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boot_disk {
initialize_params {
image = "cos-cloud/cos-stable"
}
}

cos-stable is the latest stable version of Container-Optimized OS. This is a special Linux distro made by
Google that has some properties that make it ideal for a bastion box.

cos-stablefContainer-Optimized OSH B Fifa R A . XRZGooglefl/E IR BELINUXEATIR, FHIELLEMAE
HEEEEsREEL2E.

1. I's based on Chromium OS, a fast-booting, stripped-down version of Linux.

BT Chromium OS, Chromium OS2 3% J& 2 1K & Bk Linux.

2. It auto-updates itself []

ExHZNEH
3. It can only run programs in containers.
ERBERBRTEBITER.
So, it has a very small attack surface, and requires zero effort to keep it up-to-date with the latest security fixes.
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tags = ["ssh-enabled"]

This tag instructs the firewall to allow inbound SSH traffic.
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metadata = {
enable-oslogin = "TRUE"

}

OS Login is an awesome service that takes away the hassle of managing SSH keys for your instances. Instead
of you being responsible for putting all the keys on each box, Google will take care of that for you. You simply
upload your public SSH key to the OS Login service one time. Then you can access any box with enable-
oslogin = TRUE setin the instance’s metadata.

OS LoginZ—TR R IRS, BIEB T LA EHESSHEHAKIRG . Google R b A¥s Br & BB /ME L 51t
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https://cloud.google.com/container-optimized-os/docs
https://cloud.google.com/container-optimized-os/docs
https://cloud.google.com/compute/docs/oslogin
https://cloud.google.com/compute/docs/oslogin

> gcloud compute os-login ssh-keys add --key-file=~/.ssh/id_rsa.pub --ttl=365d

The command above uploads your public SSH key and sets it to expire in one year. For bonus points, you can
enable 2FA on OS Login.

EHE AR LB AILSSHEH, HRHBRENE-FNEM. XITRD, EATLEOS Login £ )5 HI2FA

o

network_interface {

access_config {}

}

This access config block must be set for the proxy to get a public IP, even if the block is empty. The public
IP will be ephemeral. If you want, you can assign it a static IP.

Bz s, i ARE R B baccess configHUIREAHIP, AXIPHEEER. WMRFTE, AT
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service_account {

scopes = ["cloud-platform"]

}

Here scopes refers to OAuth scopes which affect the Google APIs the service account is allowed to access.
Google Cloud already has a permission system called |IAM. Adding another layer of OAuth permissions on top
of that will needlessly complicate things. You can basically disable them by settingitto "cloud-platform",
i.e. the maximum possible scope.

X B s cope s & 18 B AR 551K P 4% 7845 19 i Google APIFIOAuUthii .  Google Cloud B 44A — A4 A IAMK)
R RS . bz EHN5s—EOAuthi R AL ZEHEHIEE 0. BEXR TR HEE N " cloud-
platform"REHEA], BIHKAIREIER-

metadata_startup_script = templatefile("${path.module}/run_cloud_sql_proxy.tpl", { ... })

This is the script that the proxy instance will run on startup. The script is just a bash script with some
Terraform-style $ { } string interpolation, hence the . tp1 (template) extension. The string interpolation is
important, because this is how we pass the service account key to Cloud SQL Proxy.

RRRELFEERINBITHREAE. ZHAERR—bashiid, HH—TerraformiEXis () 775 H I {H,
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https://cloud.google.com/compute/docs/oslogin/setup-two-factor-authentication
https://cloud.google.com/compute/docs/oslogin/setup-two-factor-authentication
https://cloud.google.com/iam
https://cloud.google.com/iam

#!/bin/bash
set -euo pipefailecho '${service_account_key}' >/var/svc_account_key.json
chmod 444 /var/svc_account_key.jsondocker pull gcr.io/cloudsql-docker/gce-proxy:latest
docker run \
--rm \
-p 127.0.0.1:5432:3306 \
-v /var/svc_account_key.json:/key.json:ro \
gcr.io/cloudsql-docker/gce-proxy:latest /cloud_sql_proxy \
-credential_ file=/key.json
-ip_address_types=PRIVATE
-instances=${db_instance_name}=tcp:0.0.0.0:3306

cloud_sgl proxy Will only accept the service account key as a file. It can’t be passed through an env var or
by any other means. So we start by echo-ing the JSON key and saving it to the /var directory. /var is
important because Container-Optimized OS only gives you a couple directories that are writeable and
persistent across reboots (I told you it was very secure!). We want the key to be persistent because Google
will occasionally reboot the VM for updates.

cloud sqgl proxyW{UEZRSMK 7 HHAMEAMH. ENREEHELRESAEMHAT 1% FHib, A
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echo '${service_account_key}' >/var/svc_account_key.7json

Notice that I'm using single quotes around the ' $ {service account key}'. If you use double quotes,
your JSON key will be mangled. We're risking summoning Cthulhu here by interpolating JSON into Terraform
into bash, so just trust me about using single quotes. Also, you must pass

base64decode (google service account key.key.private key) forthe value of

${service account key}, because the key created by Terraform is base64 encoded.

HER, R $(service account key}' AEMHBAGIS. WMEMHXNGS, WKBIRISONEH. A
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Next, let’s look at the docker commands.

BTR, ILBATE—Tdocker.

docker pull gcr.io/cloudsql-docker/gce-proxy:latest

Every time the server boots, we want it to pull the latest tagged release of Cloud SQL Proxy. If there are any
security updates to Cloud SQL Proxy, we only need to reboot the VM.

BRRE BN, RATFEERHEH R HRILHCloud SQL ProxyhitA. 1R Cloud SQL Proxy# f£ i %4
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Next, I'll explain all the flags to that crazy docker run command.

BETR, BREMEBEZIIERdocker runti @ HITEIRE.



docker run -p 127.0.0.1:5432:3306 ...

cloud sgl proxy serves on port 3306, even when the db is Postgres. I've taken the liberty of mapping
3306 to the Postgres default port 5432. If you're running MySQL, simply change that flag to -p
127.0.0.1:3306:3306. Notice that I'm only opening the container port for 127.0.0.1. That's because |
plan to use the proxy by first ssh-ing into the proxy box, then running psql in a container. I'll show you the
ssh command at the end that makes this all work. If you need to connect apps to your db, you'll need to
change this flag to just -p 5432:3306.

B fif 5045 FE & Postgres, cloud sqgl proxy®] PAfENG 3306 LfFH. T4 H Bt 330684t £|Postgres
FIBR N 15432, WK IEAEZITMYSQL, R T/ ZMREEBN-p 127.0.0.1:3306:3306 » FE, RA
FH127.0.0. 1HERm . HREARITHEE LMEHRERS B ssh -ingBIRBERSFEF, REE
fTpsqlB#éF. &E, BREMEBRRsshind, FARXETIEEE#HIT. WRETESNHAETEEDHE
FE, NMIT/ERKIFREFES Ajust -p 5432:3306

docker run -v /var/svc_account_key.json:/key.json:ro ...

This is how we get the service account key file into the proxy container. The cloud sql proxy binary in the
container will look for the file at /key.json.

X R RATR AR5 7 B SN AER TR F#EFMcloud sql proxy @I SCHR
fE/key.jsonBIHR T

-ip_address_types=PRIVATE

Thisisa cloud sgl proxy flag that forces it to only connect to the db using a private IP address. The proxy
will encrypt all the traffic it sends to this address.

XR—"Acloud sql proxybr&, MRHEIHAEHAREIPHNLERSIEIERE. ARERINE KIE S ZHIE 0T

-instances=${db_instance_name}=tcp:0.0.0.0:3306

Finally, we specify the db instance we want to connect to (e.g. my-project:us-centrall :my-
instance). We also specify that we want c1oud sqgl proxy to serve TCP on port 3306 (by default it uses
Unix domain sockets).

&G, BAHE e BEERER B E L (Bl Wny-project :us-centrall :my-instance )o RATEHEERA]
#A¥cloud sql proxyfEdiH3306 LRHETCPRSERNVER T, BFHAUNXEEREF).

If you've made it this far, we’ve finally got a secure proxy connected to our private db. There’s just one more
thing to do.

mEFEETALE, BMNATRZEREERINBRMNOAELIEE. T©F —HFBEEMN
i i SSHi% 3 3 ¥ 3% B (Connecting to the db through SSH)

We're going to ssh into the proxy box and run a psg1 container that connects to the db. We're going to do this
with one command.



AV s shImAREHRES, FBT N ERBBIEERpsql Fa. BATRMER — & RIAT ILRAE.
First, you'll need your SSH username. You can get it by running this gc1oud command.

B, BRELWSSHAF Z. BB IETgcloudiRIKME .

> gcloud compute os-login describe-profile | grep username

Now we’ll connect to the db over SSH. If you're running MySQL you'll need to modify this.
WAE, BATHENESSHERZBIEE. WREIEAZTMYSQL, W HENHBTBR.

ssh -t <username>@<proxy-public-ip-address> docker run --rm --network=host -it postgres:11-alpine psql -U p

The --network=host flag means that 1ocalhost will be the same for both the postgres container and
the VM host. This is important because we’ve got two containers running side-by-side: a postgres container
running psql and a gce-proxy container running cloud sgl proxy.cloud sgl proxy IS serving
Onlocalhost, SO psgl needs to connect to the same 1ocalhost. If this is confusing, 'm sorry! Networking
with containers is confusing. All you really need to understand is that the --network=host flag is required.

-—network=hostirEEWKEpostgresBH/MVMEN M localhost A XBEE, FARMNEHNE
BHHEZIT: —PNEfTpsqlMpostgresFa#M—N181Tcloud sql proxy gce-proxyBas.

cloud sql proxyfElocalhost hiRH#EARS, Hitpsql BEZEEBHEH localhost » WMREXALS AN
B, WAR! EHERMERMNEZRE. BEERTE T B RAR--network=hosthrd.

If all went well, you should have successfully connected to your db. If you got lost, that’s okay. This whole
process is bananas complicated. Please check out the GitHub repo for a full working example.

MR —VNEF], WS Z LRI EEDEE . mRERE T, BEXR. XBEMIERER. FE
% GitHub /7% = AR B2 8 1 TAE 71

4 (Conclusion)

There’s more to database security than just network isolation, but if you made it this far you've got a very solid
security foundation. All you have to do to maintain this infra is:

BEEZEAMURTMNERRE, mH, MRABBICALE, SRAFEFRENZEEM. S HEMERTE
BB -

1. Keep your private SSH keys private.
K IERFAE SSHEHB NAE .

2. Restart the proxy instance every once in a while so it can auto-update.

B/RER RSB LR, CMEETLLENEH.

If you do this and still get hacked, it's probably not your fault [
MR B IAE B BRENE, AT REREE D

1% 8 https:/medium.com/swih/how-to-deploy-a-cloud-sql-db-with-a-private-ip-only-using-terraform-e 184b08eca64
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https://docs.docker.com/engine/reference/run/#network-settings
https://docs.docker.com/engine/reference/run/#network-settings
https://github.com/ryboe/private-ip-cloud-sql-db
https://github.com/ryboe/private-ip-cloud-sql-db
https://medium.com/swlh/how-to-deploy-a-cloud-sql-db-with-a-private-ip-only-using-terraform-e184b08eca64
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