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• DNNs are everywhere in our life!

DNNs

Image Classification

Object Detection

Autonomous Driving

Medical Diagnostics
Facial Scan Payment

Voice Recognition

Preliminaries



• Adversarial examples are indistinguishable from legitimate ones by 
adding small perturbations, but lead to incorrect model prediction.

Preliminaries

Goodfellow et al. Explaining and Harnessing Adversarial Examples. ICLR 2015.
Wei et al. Adversarial Sticker: A Stealthy Attack Method in the Physical World. TPAMI 2022.
Eykholt et al. Robust Physical-World Attacks on Deep Learning Visual Classification . CVPR 2018.

• Adversarial examples bring a huge threats to AI applications.



Preliminaries
• How to generate Adversarial examples?

Training a Network:
min
!
𝔼 ",$ ∼𝒟𝐽 𝑥, 𝑦; 𝜃 .

Generating Adversarial Example:
max

||"("!"#||)*
𝐽 𝑥+,-, 𝑦; 𝜃 .

• Untargeted attack: The victim model predicts the generated adversarial example into any incorrect 
categories.

• Targeted attack: The victim model predicts the generated adversarial example into a specific 
category.

𝒟: Training dataset
𝐽(%): Loss function

𝑥: Clean input

𝑦: Ground-truth label

𝑥$%&: Adversarial example



Preliminaries
• White-box Attack: The attacker could access any information of victim model, e.g., architecture, 

weights, gradients, etc.

• Black-box Attack: The attacker could access limited information of victim model.

• Score-based Attack: The attacker could obtain the prediction probability.

• Decision-based Attack: The attacker could obtain the prediction label.

• Transfer-based Attack: The adversarial examples generated on one model could mislead other 
victim models.

𝑓!

𝑓"
𝑥

𝑥"#$%

𝑥!#$%



Preliminaries
• Transfer-based Attacks

Wang et al. Towards Boosting Adversarial Transferability on Image Classification: A Survey. To be released.
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Gradient-based Attacks

Goodfellow et al. Explaining and Harnessing Adversarial Examples. ICLR 2015.
Kurakin et al. Adversarial Examples in the Physical World. ICLR Workshop 2018.
Dong et al. Boosting Adversarial Attacks with Momentum. CVPR 2018.
Lin et al. Nesterov Accelerated Gradient and Scale Invariance for Adversarial Attacks. ICLR 2020.

• Gradient-based adversarial attacks are widely investigated:
Ø FGSM [Goodfellow et al., 2015]:

𝑥+,- = 𝑥 + 𝜖 ⋅ sign ∇"𝐽 𝑥, 𝑦; 𝜃
Ø I-FGSM [Kurakin et al., 2018]:

𝑥./0+,- = 𝑥.+,- + 𝛼 ⋅ sign ∇"𝐽 𝑥.+,-, 𝑦; 𝜃

Ø MI-FGSM [Dong et al., 2018]:

𝑔./0 = 𝜇𝑔. +
∇'2 "(!"#,$;!

||∇'2 "(!"#,$;! ||)
, 𝑥./0+,- = 𝑥.+,- + 𝛼 ⋅ sign 𝑔./0

Ø NI-FGSM [Lin et al., 2020]: �̅�.+,- = 𝑥.+,- + 𝛼 ⋅ 𝜇 ⋅ 𝑔.

𝑔./0 = 𝜇𝑔. +
∇"𝐽 �̅�.+,-, 𝑦; 𝜃

||∇"𝐽 �̅�.+,-, 𝑦; 𝜃 ||0
, 𝑥./0+,- = 𝑥.+,- + 𝛼 ⋅ sign 𝑔./0



Gradient-based Attacks

Wang et al. Enhancing the Transferability of Adversarial Attacks through Variance Tuning. CVPR 2021.

• Variance Tuning (VT)

Parameters

Transferability

Input image x

Generalization

Adversarial 
Example Generation

Standard 
Model Training

NI-FGSM finds that Nestorve Accelerated Gradient (NAG) that accelerates 
the convergence of optimization process, also enhances the transferability.
We treat the iterative gradient-based adversarial attack as SGD optimization process,
in which at each iteration, the attacker always chooses the target model for update.

SGD introduces variance due to randomness.



Gradient-based Attacks
• Variance Tuning (VT)

Gradient Variance. Given a classifier 𝑓 with parameters 𝜃 and loss function 𝐽(𝑥, 𝑦; 𝜃), 
an arbitrary image 𝑥 and upper bound 𝜖′ for the neighborhood, the gradient variance 
can be defined as:

𝑉!!
" x = 𝔼|$!%$|"&!! ∇$! 𝐽 𝑥

', 𝑦; 𝜃 − ∇$ 𝐽 𝑥, 𝑦; 𝜃 .

In practice, we approximate the gradient variance by sampling N examples in the 
neighborhood of 𝒙:

𝑉 𝑥 =
1
𝑁
6
()*

+

∇$#𝐽 𝑥
( , 𝑦; 𝜃 − ∇$𝐽 𝑥, 𝑦; 𝜃 ,

where 𝑥( = 𝑥 + 𝑈 − 𝛽 ⋅ 𝜖 ,, 𝛽 ⋅ 𝜖 , .

At t-th iteration, we tune the gradient of 𝒙𝒕𝒂𝒅𝒗 with the gradient variance at (t-1)-th
iteration to stabilize the update direction.

Wang et al. Enhancing the Transferability of Adversarial Attacks through Variance Tuning. CVPR 2021.



Gradient-based Attacks
• Variance Tuning (VT)
The variance tuning is generally applicable to all iterative gradient based attacks. 

Wang et al. Enhancing the Transferability of Adversarial Attacks through Variance Tuning. CVPR 2021.

VMI-FGSM:

𝑔./0 = 𝜇 ⋅ 𝑔. +
∇"(!"#𝐽 𝑥.

+,-, 𝑦; 𝜃 + 𝑽(𝒙𝒕(𝟏𝒂𝒅𝒗)

||∇"(!"#𝐽 𝑥.
+,-, 𝑦; 𝜃 + 𝑽(𝒙𝒕(𝟏𝒂𝒅𝒗)||0

,

𝑥./0+,- = 𝑥.+,- + 𝛼 ⋅ sign 𝑔./0



Gradient-based Attacks

Wang et al. Enhancing the Transferability of Adversarial Attacks through Variance Tuning. CVPR 2021.

• Variance Tuning (VT)
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Input Transformation-based Attacks

Xie et al. Improving Transferability of Adversarial Examples with Input Diversity. CVPR 2019.
Dong et al. Evading Defenses to Transferable Adversarial Examples by Translation-Invariant Attacks. CVPR 2019.
Lin et al. Nesterov Accelerated Gradient and Scale Invariance for Adversarial Attacks. ICLR 2020.
Wang et al. Admix: Enhancing the Transferability of Adversarial Attacks. ICCV 2021.
Long et al. Frequency Domain Model Augmentation for Adversarial Attack. ECCV 2022.

• Similar to data augmentation in training, input transformation can enhance the 
diversity of image, thus boosting adversarial transferability.
Ø DIM [Xie et al., 2019]: Randomly resize the image and add padding for gradient calculation.

Ø TIM [Dong et al., 2019]: Accumulate the gradient on a set of translated images. To approximate 
this process, TIM convolves the gradient of original image with a predefined kernel.

Ø SIM [Lin et al., 2020]: Accumulate the gradient on a set of scaled images.

Ø Admix [Wang et al., 2021]: Mixup the image with the images from other categories for gradient 
calculation.

Ø SSA [Long et al., 2022]: Add noise and randomly mask the elements in the frequency domain to 
generate several images for gradient calculation.



Input Transformation-based Attacks

Wang et al. Structure Invariant Transformation for better Adversarial Transferability. ICCV 2023.

• Structure Invariant Attack (SIA)
Assumption: The more diverse the transformed images are, the better transferability the adversarial 
examples have.

LPIPS 𝑥, (𝑥 =
1

𝐻×𝑊
.
&

.
',)

||𝑧',)& − �̂�',)& ||"



Input Transformation-based Attacks

Wang et al. Structure Invariant Transformation for better Adversarial Transferability. ICCV 2023.

• Structure Invariant Attack (SIA)
Structure of Image: Given an image 𝑥, which is randomly split into 𝑠×𝑠 blocks, the relative relation between 
each anchor point is the structure of image, where the anchor point is the center of the image block. 

The structure of image depicts important semantic information for human recognition. Scaling 
the image blocks with various factors does not change the structure of image so that the 
generated image can be correctly recognized by humans as well as deep models.



Input Transformation-based Attacks

Wang et al. Structure Invariant Transformation for better Adversarial Transferability. ICCV 2023.

• Structure Invariant Attack (SIA)

To improve the diversity and maintain the semantic information, we apply various image transformations
to different image blocks, denoted as Structure Invariant Transformation (SIT).

● The proposed transformation significantly improves the diversity but maintains the structure invariance.
● The proposed transformation can be integrated into existing gradient-based methods.
● The gradient is computed on several transformed images. 



Input Transformation-based Attacks

Wang et al. Structure Invariant Transformation for better Adversarial Transferability. ICCV 2023.

• Structure Invariant Attack (SIA)
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Model-related Attacks

Li et al. Learning Transferable Adversarial Examples via Ghost Networks. AAAI 2020.
Wu et al. Skip Connections Matter: On the Transferability of Adversarial Examples Generated with ResNets. ICLR 2020.
Guo et al. Backpropagating Linearly Improves Transferability of Adversarial Examples. NeurIPS 2020.

• Modifying the surrogate model to boost adversarial transferability.
Ø Ghost Network [Li et al., 2020]: Densely add dropout layer and randomly scale the feature 

passing the skip connection of ResNets.

Ø SGM [Wu et al., 2020]: Adopt more gradient from the skip connections instead of the residual 
modules using a decay factor for backpropagation.

Ø LinBP [Guo et al., 2020]: Adopt constant value as the gradient of ReLU activation and modify the 
gradient of residual modules to makes backpropagation more linear.



Model-related Attacks

Wang et al. Rethinking the Backward Propagation for Adversarial Transferability. Under review.

• Backward Propagation Attack (BPA)
Backpropagation follows the chain rule:

𝜕𝐽(𝑥, 𝑦; 𝜃)
𝜕𝑥

=
𝜕𝐽 𝑥, 𝑦; 𝜃
𝜕𝑓9/0 𝑧9

C
:;</0

9
𝜕𝑓:/0 𝑧:
𝜕𝑧:

𝜕𝑧</0
𝜕𝑧<

𝜕𝑧<
𝜕"

Non-linear layers result in the truncation of gradients w.r.t. images.

Ø ReLU activation function

𝜕𝑧!"#
𝜕𝑧!

= -1 if 𝑧! > 0
0 otherwise

Ø Maxpooling layer

𝜕𝑧!"#
𝜕𝑧!

= -1 if 𝑧! is the maximum value in the window
0 otherwise

ReLU 𝑥 = max(0, 𝑥)



Model-related Attacks

Wang et al. Rethinking the Backward Propagation for Adversarial Transferability. Under review.

• Backward Propagation Attack (BPA)
Assumption: The truncation of gradient introduced by non-linear layers in the backward propagation 
process decays the adversarial transferability.

ØRandomly mask the gradient to introduce more truncation.

ØRandomly replace the zeros in the gradient of ReLU or maxpooling layers with ones

Gradient Truncation decays the transferability!



Model-related Attacks

Wang et al. Rethinking the Backward Propagation for Adversarial Transferability. Under review.

• Backward Propagation Attack (BPA)
Recover the truncated gradient for better transferability:

ØReplace the gradient of ReLU with that of SiLU

𝜕𝑧:/0
𝜕𝑧:

= 𝜎 𝑧: 1 + 𝑧: ⋅ 1 − 𝜎 𝑧:

ØAdopting the Softmax function to calculate the gradient within each 
window 𝑤 of the max-pooling:

𝜕𝑧</0
𝜕𝑧< :,=,>

=
𝑒.⋅@*,,,-
∑-∈> 𝑒.⋅-



Model-related Attacks

Wang et al. Rethinking the Backward Propagation for Adversarial Transferability. Under review.

• Backward Propagation Attack (BPA)
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Advanced Objective Functions

Wang et al. Feature Importance-aware Transferable Adversarial Attacks. ICCV 2021.
Zhang et al. Enhancing the Transferability of Adversarial Examples with Random Patch. IJCAI 2022.
Zhang et al. Improving Adversarial Transferability via Neuron Attribution-based Attacks. CVPR 2022.

• Several attacks disrupt the high-level features:
Ø FIA [Wang et al., 2021]: Adopt aggregate gradient to highlight important features:

3𝚫BC =
1
𝐶
.
DE!

F
𝜕𝐽 𝑥 ⊙𝑀G

D, 𝑦; 𝜃
𝜕𝑓B(𝑥 ⊙𝑀G

D)
,𝑀G ∼ Bernoulli 1 − 𝑝 , 𝐿 𝑥 = ∑ 3ΔBC ⊙𝑓B 𝑥

Ø RPA [Zhang et al., 2022]: Instead of randomly masking the pixels, RPA randomly split the image 
into patches, which will be randomly masked for calculating the weight matrix.

Ø NAA [Zhang et al., 2022]: Adopt  integrated gradients for neuron attribution:

3ΔBC =
1
𝑁
.
DE!

F 𝜕𝐽 𝑥H + 𝑛
𝑁 𝑥 − 𝑥H , 𝑦; 𝜃

𝜕𝑓B 𝑥H + 𝑛
𝑁 𝑥 − 𝑥H

, 𝐿 𝑥 = ∑ 3ΔBC ⊙ 𝑓B 𝑥 − 𝑓B 𝑥H



Advanced Objective Functions

Wang et al. Disrupting Semantic and Abstract Features for better Adversarial Transferability. Under review.

• Semantic and Abstract FEatures disRuption (SAFER)
DNNs usually focus more on high-frequency components (e.g., texture, edge)

High frequency components are beneficial for boosting adversarial transferability!



Advanced Objective Functions

Wang et al. Disrupting Semantic and Abstract Features for better Adversarial Transferability. Under review.

• Semantic and Abstract FEatures disRuption (SAFER)

Randomly perturbing the semantic and abstract features:

Blockmix: 𝐵 𝑥, 𝑥B = K
𝑥:,= with the probability 𝑝
𝑥:,=B with the probability 1 − 𝑝

Frequency Perturbation: 𝐹𝑃 𝑥 = 𝒟C 𝒟 𝑥 + 𝜉 ⊙ℳ

𝑥IJKLM = 𝐹𝑃 𝐵 𝑥, 𝑥H , 3𝚫BC =
1
𝐶
.
DE!

F
𝜕𝐽 𝒙𝑺𝑨𝑭𝑬𝑹, 𝑦; 𝜃
𝜕𝑓B(𝒙𝑺𝑨𝑭𝑬𝑹)

, 𝐿 𝑥 = ∑ 3ΔBC ⊙𝑓B 𝑥



Advanced Objective Functions

Wang et al. Disrupting Semantic and Abstract Features for better Adversarial Transferability. Under review.

• Semantic and Abstract FEatures disRuption (SAFER)



Preliminaries1
Gradient-based 
Attacks2 Input Transformation-

based Attacks3

Model-related 
Attacks

4 Advanced Objec-
tive Functions

5 Further Discussion 
& Conclusion

6

CONTENTS



Further Discussion & Conclusion
• TransferAttack: a benchmark containing more than 60 transfer-based attack methods

The framework will be released soon!



Further Discussion & Conclusion

VT tunes the gradient using the gradient 
variance of previous iteration

SIA randomly transforms the image 
block while preserving the structure

BPA recovers the truncated 
gradient of non-linear layers

SAFER derives an object-aware weight 
matrix to disrupt significant features

TransferAttack: a benchmark that contains 
more than 60 transfer-based attack methods



Thanks for your Attention!
Q&A


